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Backgrounds

• Graph Neural Networks (GNNs)

A Comprehensive Survey on Graph Neural Networks (Wu et al., TNNLS 2019)

Node-level

Graph-level



Backgrounds

• GNNs for Molecular Representation Learning

Graph-based Molecular Representation Learning (Guo et al., ArXiv 2022)



Backgrounds

✓ Predicting the properties of  novel molecules 

• Two fundamental challenges in applying GNNs to drug discovery

b. Out-of-distribution prediction 

a. The scarcity of  labeled data 

✓ Obtaining labels for molecules requires expensive wet-lab experiments



Backgrounds

• Pretraining-then-finetuning paradigm for Molecular Graphs 

Pre-training Graph Neural Networks for Molecular Representations: Retrospect and Prospect (Xia et al., Ai for Science @ ICML 2022)



Backgrounds

• Taxonomy of  pre-trained graph models for molecules
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Encoder Architectures

• Transformer-style GNNs: Research Hotspot

Graphomer (NeurIPS 2021)GROVER (NeurIPS 2020)

Self-Supervised Graph Transformer on Large-Scale Molecular Data (Rong et al., NeurIPS 2020) 

Do Transformers Really Perform Bad for Graph Representation? (Ying et al., NeurIPS 2021) 
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Pre-training Strategies

• Supervised pre-training strategies

a. Expensive labels

b. Negative Transfer

✓ Obtaining labels for molecules requires expensive wet-lab experiments

✓ Labels that are unrelated to downstream tasks may hurt the performance



Pre-training Strategies

• Unsupervised pre-training strategies



Pre-training Strategies

• The Pioneering Work for GNNs Pre-training

Strategies for Pre-training Graph Neural Networks  (Hu et al., ICLR 2020)



Pre-training Strategies

• Data Augmentations in Graph Contrastive Learning

MoCL (KDD 2021)

GraphCL (NeurIPS 2020)

Graph Contrastive Learning with Augmentations (You et al., NeurIPS 2020)
MoCL: Contrastive Learning on Molecular Graphs with Multi-level Domain Knowledge (Sun et al., KDD 2021)



Pre-training Strategies

• SimGRACE: Augmentation-free in Graph Contrastive Learning

SimGRACE: A Simple Framework for Graph Contrastive Learning without Data Augmentation (Xia et al., WWW 2022)



Pre-training Strategies

• Knowledge-enriched GNNs Pre-training

Pre-training Molecular Graph Representation with 3D Geometry (Liu et al., ICLR 2022)

GraphMVP: 3D Geometry  (ICLR 2022)



Pre-training Strategies

• Knowledge-enriched GNNs Pre-training

Motif-based Graph Self-Supervised Learning for Molecular Property Prediction  (Zhang et al., NeurIPS 2021)

MGSSL: Functional groups (NeurIPS 2021)



Pre-training Strategies

• Knowledge-enriched GNNs Pre-training

KCL: Knowledge graph (AAAI 2022)

Molecular Contrastive Learning with Chemical Element Knowledge Graph (Fang et al., AAAi 2022)



Pre-training Strategies

• Open-sourced pre-trained Graph Models
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Tuning Strategies

• Challenges & Solutions

a. Poor Generalization b. Catastrophic Forgetting



Tuning Strategies

• Challenges & Solutions

Adaptive Transfer Learning on Graph Neural Networks (Han et al., KDD 2021)
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Applications

Pre-training Graph Neural Networks for Molecular Representations: Retrospect and Prospect (Xia et al., Ai for Science @ ICML 2022)



• Backgrounds

• Encoder Architectures

• Pre-training Strategies

• Tuning Strategies

• Applications

• Conclusions & Future Outlooks

Outline



Future Outlooks

• Better Knowledge Transfer

• Better Encoder Architectures, Tasks for Pre-training on Molecular Graphs

• More Reliable Benchmarks for Fair Evaluation

• Interpretability of  Pre-trained GMs

• Broader Scope of  Applications



Concluding Remarks

• Useful Resources

a. The first comprehensive survey of  pre-training on molecular graphs.

✓ https://bit.ly/PGMs_survey

✓ Journal version is under review.

b. A curated list of  must-read papers, open-source pre-trained 
models and pre-training datasets.

✓ https://bit.ly/PGM_resources

https://bit.ly/PGMs_survey
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