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AttrMasking, ICLR’20

Strategies for Pre-training Graph Neural Networks (Hu et al., ICLR 2020)

Pretraining-finetuning paradigm

• Pre-training on Molecules 
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• Why the negative transfer issue would occur?

The atom vocabulary is extremely small and unbalanced

The pre-training task is too simple to learn informative representations
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• Node-level: Masked Atoms Modeling (MAM) 

The learned carbons’ embeddings

Group VQ-VAE’s Objective:

MAM’s Objective:
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• Triplet Masked Contrastive Learning (TMCL) 

Similarity histograms of the learned representations The general framework of Mole-BERT

TMCL’s Objective:

Mole-BERT’s Objective:
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• Results
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• Molecule Retrieval
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Molecular Descriptors & Machine Learning Models 
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Key observations: 
Results & Observations 

Deep models underperform non-deep 

ones in most cases.

It is irregular data patterns, NOT 

solely the small size of  molecular 

datasets to blame for the failure of  

deep models!

Tree models (XGB and RF) exhibit a 

particular advantage over other models.

Benchmarking results 
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Explanation 1: Deep models struggle to learn non-smooth target functions 

that map molecules to properties.

Results on smoothed datasets

Results on activity cliffs 

Image

Activity cliffs 

Chemical molecule 

Data smoothing level 

The superiority of  deep models
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Explanation 2: Deep models mix different dimensions of  molecular features, whereas tree models 

make decisions based on each dimension of  the features separately.

Results on orthogonally transformed datasets 

Orthogonal 
matrix
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Independent Feature Embedding 

Deep models can be approximated as Neural Tangent Kernel

IFM creates a tunable stationary NTK
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Results on Normal Molecular Datasets

Results on Activity Cliff  Cases

• IFM improves deep models’ performance on molecules
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